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Abstract: We give a quantum algorithm for evaluating formulas over an extended gate set,
including all two- and three-bit binary gates (e. g., NAND, 3-majority). The algorithm is
optimal on read-once formulas for which each gate’s inputs are balanced in a certain sense.

The main new tool is a correspondence between a classical linear-algebraic model of
computation, “span programs,” and weighted bipartite graphs. A span program’s evaluation
corresponds to an eigenvalue-zero eigenvector of the associated graph. A quantum computer
can therefore evaluate the span program by applying spectral estimation to the graph.

For example, the classical complexity of evaluating the balanced ternary majority formula
is unknown, and the natural generalization of randomized alpha-beta pruning is known to be
suboptimal. In contrast, our algorithm generalizes the optimal quantum AND-OR formula
evaluation algorithm and is optimal for evaluating the balanced ternary majority formula.
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1 Introduction

A formula ϕ on gate set S and of size N is a tree with N leaves, such that each internal node is a gate
from S on its children. The read-once formula evaluation problem is to evaluate ϕ(x) given oracle access
to the input string x = x1x2 . . .xN . An optimal, O(

√
N)-query quantum algorithm is known to evaluate

“approximately balanced” formulas over the gates S= {AND, OR, NOT} [4]. We develop an optimal
quantum algorithm for evaluating balanced formulas over a greatly extended gate set. The notion of
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Figure 1: To convert a formula ϕ to the corresponding graph G(ϕ), we recursively apply substitution
rules starting at the root to convert each gate into a gadget subgraph. Some of the rules are shown here,
except with the edge weights not indicated. The dangling edges at the top and bottom of each gadget are
the input edges and output edge, respectively. To compose two gates, the output edge of one is identified
with an input edge of the next (see Figure 2).

balance is technical, but includes as a special case layered formulas in which gates at the same depth are
all equal.

The idea of our algorithm is to consider a weighted graph G(ϕ) obtained by replacing each gate of the
formula ϕ with a small gadget subgraph, and possibly also duplicating subformulas. Figure 1 has several
examples. We relate the evaluation of ϕ to the presence or absence of small-eigenvalue eigenvectors
of the weighted adjacency matrix AG(ϕ) that are supported on the root vertex of G(ϕ). The quantum
algorithm runs spectral estimation to either detect these eigenvectors or not, and therefore to evaluate ϕ .

As a special case, for example, our algorithm implies:

Theorem 1.1. A balanced ternary majority (MAJ3) formula of depth d, on N = 3d inputs, can be
evaluated by a quantum algorithm with bounded error using O(2d) oracle queries, which is optimal.

The classical complexity of evaluating this formula is Ω((5/2)d), and the previous best quantum algorithm,
from [4], uses O(

√
5d) queries.

The graph gadgets themselves are derived from “span programs” [26], establishing a new connection
between span programs and quantum algorithms. The span program computational model has been used
previously in classical complexity theory to prove lower bounds on formula size [26, 5] and monotone
span programs are related to linear secret-sharing schemes [8]. (Most, though not all [1], applications are
over finite fields, whereas we use the definition over C.) Work subsequent to this paper has shown that
span programs are equivalent to quantum query algorithms [35].

Classical and quantum background The formula evaluation problem has been well-studied in the
classical computer model. Classically, the case S= {NAND} is best understood. A formula with only
NAND gates is equivalent to one with alternating levels of AND and OR gates, a so-called “AND-OR
formula,” also known as a read-once function or a two-player game tree. Using randomized alpha-
beta pruning, one can compute the value of a balanced binary AND-OR formula with zero error in
expected time O(Nlog2[(1+

√
33)/4]) = O(N0.753...) [42, 40], and this is optimal even for bounded-error

algorithms [41]. Other formulas have different query complexities; for example, evaluating a single
OR gate with N inputs needs Θ(N) oracle queries. The best general lower bound of Ω(N0.51) [22] has
recently been improved to Ω(N0.746) [2].

If we allow the use of a quantum computer with coherent oracle access to the input, however, then
the situation is simpler; Θ(

√
N) queries are necessary and sufficient to evaluate any {AND, OR, NOT}
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formula with bounded error. The general lower bound is due to [6]. For the upper bound, in one extreme
case, Grover search [20, 21] evaluates an OR gate of degree N using O(

√
N) oracle queries. In the

other extreme case, Farhi, Goldstone and Gutmann devised a breakthrough algorithm for evaluating the
depth-(log2 N) balanced binary AND-OR formula using N1/2+o(1) queries [17, 15]. Ambainis et al. [4]
improved this to O(

√
N) queries, even for “approximately balanced” formulas, and also extended the

algorithm to arbitrary {AND, OR, NOT} formulas with N
1
2+o(1) queries and time after a preprocessing

step. More recent work has given a general O(
√

N)-query upper bound [37, 36].
This paper shows other nice features of the formula evaluation problem in the quantum computer

model. Classically, with the exception of {NAND}, {NOR} and a few trivial cases like {PARITY}, most
gate sets are poorly understood. In 1986, Boppana asked the complexity of evaluating the balanced,
depth-d ternary majority (MAJ3) function [40], and today the complexity is only known to lie between
Ω((5/2)d) and O((2.6537 . . .)d) [25, 31]. In particular, the naïve generalization of randomized alpha-beta
pruning—recursively evaluate two random immediate subformulas and then the third if they disagree—
runs in expected time O((8/3)d) and is suboptimal. This suggests that the balanced ternary majority
function is significantly different from the balanced k-ary NAND function, for which randomized alpha-
beta pruning is known to be optimal [40]. In contrast, we show that the optimal quantum algorithm
of [4] does extend to give an optimal O(2d)-query algorithm for evaluating the balanced ternary majority
formula. Moreover, the algorithm also generalizes to a significantly larger gate set S.

Subsequent work The graph gadgets we use are derived from constant-size span programs, but in the
conference version of this article [39] we speculated that “larger span programs could directly give useful
new quantum algorithms.” Later work has borne this out. Based on span programs, quantum algorithms
have been developed for matrix rank [9], various subgraph-detection and related problems [10, 45, 29, 12],
graph collision [18], the k-distinctness problem under a certain promise [11], and further formula-
evaluation problems [36, 38, 37, 44, 27]. For formula evaluation, the quantum query complexity of
arbitrary read-once formulas has been characterized, with no gate set restrictions or balance condition
needed.

In fact, span programs have been shown to be equivalent to quantum query algorithms [35, 37, 30].
Formally, the general adversary lower bound on quantum query complexity exactly equals the least span
program witness size, which via an algorithm upper bounds query complexity to within a constant factor.
(The general adversary bound is a semi-definite program, which can be solved to find an optimal span
program for an arbitrary gate; therefore, we have removed most of the hand-constructed examples present
in the conference version of this article.)

Although the quantum query complexity of read-once formulas is settled, the quantum time complexity
is not. The problem is that operations between queries to the input are not necessarily efficiently
implementable. Our formula-evaluation algorithm is both query optimal and time efficient. Its strict
balance condition has been relaxed, while keeping a time-efficient algorithm, in [38]. Compared to
this follow-up work, our proof is more technical, but our conclusions are also stronger. The analysis
in [38, 35] is based on showing that the output vertex of the graph has at most a small constant squared
overlap on the span of the small-eigenvalue eigenspaces. Such an “effective spectral gap” can be proved
relatively easily by studying the eigenvalue-zero eigenvectors. By contrast, in this article we prove a true
spectral gap, i. e., that the output vertex has no overlap on small-eigenvalue eigenspaces. This requires
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studying eigenvalue-λ eigenvectors for small λ 6= 0, which is not easy (see Section 4.2.2 below). For the
quantum algorithm, an effective spectral gap suffices for applying phase estimation, and only leads to a
slightly higher error rate.

Organization In Section 2, we briefly recall the adversary lower bounds on quantum query complexity.
We introduce span programs and present optimal span programs for all three-bit Boolean functions in

Section 3. A span program corresponds to a weighted bipartite graph, and its evaluation corresponds to
eigenvalue-zero eigenvectors of the graph (Theorem 3.5). This theorem provides useful intuition.

We develop a quantitative version of Theorem 3.5 in Section 4. We bound from below the overlap of
the eigenvalue-zero eigenvector with a known starting state. This lower bound will imply completeness
of our quantum algorithm. To show soundness of the algorithm, we also analyze small-eigenvalue
eigenvectors in order to prove a spectral gap around zero. Essentially, we solve the eigenvalue equations
in terms of the eigenvalue λ , and expand a series around λ = 0. The results for small-eigenvalue and
eigenvalue-zero eigenvectors are closely related, and are unified using a new complexity measure we
term “span program witness size.”

In Section 5, we present a quantum algorithm for evaluating formulas over the gate set S of all
three-bit Boolean functions. On formulas that are “adversary-balanced” (Definition 2.3), the algorithm is
optimal.

2 Adversary lower bounds on quantum query complexity

The query complexity or decision-tree complexity of a function f : D→ E, with D⊆ {0,1}n, is the least
number of input bits one must look at in order to evaluate f on a worst-case input. The bounded-error
quantum query complexity, Q( f ), is defined similarly except input queries are allowed to be made in
quantum superposition and the output is allowed to be wrong with probability at most 1/3. For a formal
definition, see, e. g., the textbook [33].

To show the optimality of our formula-evaluation algorithm, we will use the general adversary bound:

Definition 2.1 ([24]). Let f : {0,1}k→{0,1}. Define the general adversary bound Adv±( f ) by

Adv±( f ) = max
Γ

{
‖Γ‖ : max

i
‖Γ◦Di‖ ≤ 1

}
. (2.1)

The maximum is over all 2k× 2k symmetric matrices Γ satisfying 〈x|Γ|y〉 = 0 if f (x) = f (y). Γ ◦Di

denotes the entrywise matrix product with Di, a zero-one-valued matrix defined by 〈x|Di|y〉= 1 if and
only if xi 6= yi.

Theorem 2.2 ([24]). The bounded-error quantum query complexity of f , Q( f ), is Ω(Adv±( f )).

The general adversary bound strengthens the adversary bound [3, 7], which is defined as in Equa-
tion (2.1) but with Γ required to have non-negative entries.

To match the lower bound of Theorem 2.2, our goal will be to use O(Adv±(ϕ)) queries to evaluate ϕ .
We will prove the optimality of our algorithm only for formulas satisfying a strict balance condition:
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Definition 2.3. A formula ϕ is adversary-balanced if for every gate, the general adversary lower bounds
of its input subformulas are equal.

This balance condition is motivated by the following composition result:

Theorem 2.4 ([24]). Let f = g◦ (h1, . . . ,hk), where Adv±(h1) = · · ·= Adv±(hk) and ◦ denotes function
composition. Then Adv±( f )≥ Adv±(g)Adv±(h1).

Subsequent work, using the equivalence between the general adversary bound and span programs, has
shown this to be an equality [35]. If ϕ is adversary-balanced, then by Theorem 2.4 Adv±(ϕg) is at least
the product of the gate adversary bounds along any non-self-intersecting path χ from g up to an input,
Adv±(ϕg)≥∏h∈χ Adv±(h). Note that Adv±(¬ f ) = Adv±( f ), so NOT gates can be inserted anywhere
in an adversary-balanced formula.

3 Span programs and eigenvalue-zero graph eigenvectors

A span program P is a linear-algebraic way of specifying a function fP. In this section, we will associate P
to a certain structured collection of weighted bipartite graphs GP(x), in such a way that on input x,
fP(x) = 1 if and only if there exists an eigenvalue-zero eigenvector of the adjacency matrix AGP(x)
supported on a distinguished output node (Theorem 3.5).

In turn, this will imply that specifying a span program P for a function f directly gives a quantum
algorithm for evaluating f , or for evaluating formulas including f as a gate (Section 5). The algorithm
works by spectral estimation on AGP(x). Its running time depends on the span program’s “witness size,”
a new complexity measure we define that bounds the squared length of the above eigenvalue-zero
eigenvectors.

Definition 3.1 (Span program [26]). A span program P = (n,d, |t〉,Vfree,{Vj,b}) consists of a “target”
vector |t〉 ∈ Cd and finite sets Vfree and V1,0,V1,1, . . . ,Vn,0,Vn,1 of “input” vectors from Cd .

To P corresponds a Boolean function fP : {0,1}n→{0,1}, defined by fP(x) = 1 if and only if |t〉 lies
in the span of the vectors in Vfree∪

⋃n
j=1Vj,x j .

For manipulating a span program, it is convenient to index the input vectors so Vfree = {vi : i ∈ Ifree}
and Vj,b = {vi : i ∈ I j,b}, for disjoint index sets Ifree and I j,b. Let I = Ifree∪

⋃
j,b I j,b. Furthermore, let A

be the matrix whose columns are the input vectors, i. e., in standard ket notation A = ∑i∈I |vi〉〈i|. For an
input x ∈ {0,1}n, let I(x) = Ifree∪

⋃n
j=1 I j,x j be the indices of the available input vectors, and let Π(x) be

the projection onto the corresponding columns of A, i. e., Π(x) = ∑i∈I(x) |i〉〈i|.

Definition 3.2 (Witness size). Consider a span program P, and a vector s ∈ [0,∞)n. Define S =

∑ j,b;i∈I j,b

√s j|i〉〈i|. Define P’s witness size with costs s as

wsizes(P) = max
x∈{0,1}n

wsizes(P,x) ,

where wsizes(P,x) is given by:
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• If fP(x) = 1, then |t〉 ∈ Range(AΠ(x)), so there is a witness |w〉 ∈ C|I| satisfying AΠ(x)|w〉= |t〉.
Then wsizes(P,x) is the minimum squared length of any such witness, weighted by the costs s:

wsizes(P,x) = min
|w〉:AΠ(x)|w〉=|t〉

‖S|w〉‖2 . (3.1)

• If fP(x) = 0, then |t〉 /∈ Range(AΠ(x)). Therefore there is a witness |w′〉 ∈Cd satisfying 〈t|w′〉= 1
and Π(x)A†|w′〉= 0. Then

wsizes(P,x) = min
|w′〉:〈t|w′〉=1
Π(x)A†|w′〉=0

‖SA†|w′〉‖2 . (3.2)

When the subscript s is omitted, the costs are taken to be uniform, s =~1 = (1,1, . . . ,1), e. g.,
wsize(P) = wsize~1(P). In this case, note that S = 1−∑i∈Ifree

|i〉〈i|.
Observe that the witness size is invariant under the application of any invertible linear transformation

to the target and input vectors. Moreover, since the witness size does not charge for using vectors in
Span(Vfree), we may eliminate the free input vectors. (See [35, Lemma 4.12, Prop. 4.10].)

Lemma 3.3. For any span program P, we may by an invertible linear transformation on the vectors
in Cd change the target vector to (1,0,0, . . . ,0). By projecting all vectors onto the space orthogonal to
the span of Vfree, we may assume Vfree = /0. These operations change neither fP nor the witness size.

3.1 Span program as an adjacency matrix

Definition 3.4 (Graphs GP and GP(x)). For a span program P, let GP be the complex-weighted, bipartite
graph with biadjacency matrix

BGP =
(
|t〉 A

)
. (3.3)

That is, GP has 1+ |I| column vertices and d row vertices. The first column vertex, called the “output
vertex,” has incident edges weighted by the coordinates of |t〉. Each of the remaining |I| column vertices,
or “input vertices,” has incident edges weighted by an input vector. The adjacency matrix of GP is

AGP =

(
0 BGP

B†
GP

0

)
. (3.4)

For an input x ∈ {0,1}n, let GP(x) be the same graph, but with weight-one dangling edges attached to
the input vertices of I r I(x). That is, the biadjacency matrix of GP(x) is

BGP(x) =

(
|t〉 A
0 1−Π(x)

)
. (3.5)

Theorem 3.5. Let P be a span program, and x an input. Then there is a vector in the kernel of BGP(x)

supported on the output vertex if and only if fP(x) = 1. There is a vector in the kernel of
(
A†,1−Π(x)

)
,

the first d coordinates of which having nonzero inner product with |t〉, if and only if fP(x) = 0.
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Proof. A vector (aO, |w〉) ∈ C×C|I| is in the kernel of BGP(x) if and only if aO|t〉+ A|w〉 = 0 and
(1−Π(x))|w〉= 0. The second condition says that the support of |w〉 contains only vertices corresponding
to indices in I(x). The first condition says that the corresponding linear combination of input vectors
is −aO|t〉. When aO 6= 0, the existence of a |w〉 satisfying these conditions is equivalent to fP(x) = 1.

Next, we have that fP(x) = 0 if and only if |t〉 /∈ Range(AΠ(x)), which in turn holds if and only
if there is a vector |w′〉 ∈ Cd with 〈t|w′〉 6= 0 and Π(x)A†|w′〉 = 0. This is equivalent to the existence
of a vector (|w′〉, |w′′〉) ∈ Cd×C|I| in the kernel of

(
A†,1−Π(x)

)
with 〈t|w′〉 6= 0 (for i ∈ I r I(x), set

〈i|w′′〉=−〈i|A†|w′〉).

Example 3.6. The span program P with n = 3, d = 2, |t〉= (1,0), Vfree =V1,0 =V2,0 =V3,1 = /0, V1,1 =
{(1,α)}, V2,1 = {(1,β )}, V3,0 = {(1,γ)} computes the function MAJ3(x1,x2, x̄3), provided α,β ,γ are
distinct and nonzero. The biadjacency matrix BGP(101) is




1 1 1 1
0 α β γ

0 0 0 0
0 0 1 0
0 0 0 1




.

3.2 Dual span program

Observe that attaching a dangling weight-one edge to the output vertex complements the conditions of
Theorem 3.5. Therefore a length-one path can be thought of as a NOT gate gadget. The construction of
GP(x) from GP is also based on adding NOT gates to false inputs.

Definition 3.7 (Dual span program). For a span program P, define its dual P† by complementing the
output and all inputs with dangling weight-one edges, and also switching each input vector set Vj,b
with Vj,1−b.

Example 3.8. For distinct, nonzero α,β ,γ , the span program

> x̄1 x̄2 x3

|t〉=




1

 , A =




1 0 0 0 0



0 1 α 1 0 0
0 1 β 0 1 0
0 1 γ 0 0 1

︷︸︸︷

computes ¬MAJ3(x1,x2, x̄3). Here, we have introduced the notation that > labels input vectors in Vfree,
and input vectors in Vj,1 or Vj,0 are indicated by the positive or negative literals x j or x̄ j, respectively;
thus, e. g., V3,1 = {(0,0,0,1)}. This span program is dual to the span program in Example 3.6.

From Definition 3.2, it is immediate that the dual span program P† satisfies fP† =¬ fP and wsize(P†)=
wsize(P). (See also [35, Lemma 4.1].)

Alternative constructions of dual span programs are given in [16, 34].
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x1 x2 > x3 x4 x5

|t〉=




1

 , A =




1 1 1 0 0 0



0 α β γ 0 0 0
0 0 0 1 1 1 1
0 0 0 0 α β γ

(a) (b)

x4

x1 x2 x3

x4

x1 x2 x3

(c)

Figure 2: (a) A composed span program that computes the function MAJ3(x1,x2,MAJ3(x3,x4,x5)),
provided α,β ,γ are distinct and nonzero. (b) The associated composed graph, with labeled input vertices.
(c) Graph for MAJ3(x1,x2,x3)⊕ x4, evaluated on input x = 1100. The span program for PARITY is from
Section 3.4. The eigenvalue-zero eigenvector promised by Theorem 3.5 is supported on the black vertices.

Gate g Adv±(g)
0 0
x1 1

x1∧ x2
√

2
x1⊕ x2 2

x1∧ x2∧ x3
√

3
x1∨ (x2∧ x3)

√
3

x1⊕ (x2∧ x3) 1+
√

2

Gate g Adv±(g)
x1∨ (x2⊕ x3)

√
5

x1⊕ x2⊕ x3 3
(x1∧ x2∧ x3)∨ (x̄1∧ x̄2)

√
3+
√

3
IF-THEN-ELSE(x) = (x1∧ x2)∨ (x̄1∧ x3) 2

MAJ3(x) = (x1∧ x2)∨ ((x1∨ x2)∧ x3) 2
EQUAL3(x) = (x1∧ x2∧ x3)∨ (x̄1∧ x̄2∧ x̄3) 3/

√
2

EXACT2 of 3(x) = MAJ3(x)∧ (x̄1∨ x̄2∨ x̄3)
√

7

Table 1: Inequivalent binary gates on up to three bits x = x1x2x3 ∈ {0,1}3, and their adversary bounds.

3.3 Span program composition

Definition 3.9 (Composed graph and span program). Consider span program P = (n,d, |t〉,Vfree,{Vj,b})
and span programs Q j and Q†

j for j = 1, . . . ,n. The composed graph is defined by attaching GP to copies
of the GQ j and GQ†

j
graphs as follows: each input vertex associated to Vj,1 should be identified with the

output vertex of a copy of GQ j ; and each input vertex associated to Vj,0 should be identified with the
output vertex of a copy of GQ†

j
. The composed span program is the span program corresponding to this

composed graph.

The composed span program computes the composed function fP ◦ ( fQ1 , . . . , fQn). Two examples are
given in Figure 2. Span program composition is studied in more detail in [35, Sec. 4.2].

3.4 Examples: Span programs for three-bit gates

In order to make the above formalism more concrete, we now present span programs for every function
{0,1}3→{0,1}. Up to permutation of inputs and complementation of some or all inputs or output, there
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are fourteen inequivalent three-bit functions. Table 1 lists these functions together with their general
adversary bounds, as computed by [23]. For all three-bit functions, the general adversary bound and the
adversary bound are equal. Based on our algorithm in Section 5 below, it will follow that the general
adversary bound is a lower bound on span program witness size. Therefore the span programs we give
here are optimal.

Theorem 3.10. For every three-bit function g : {0,1}3→{0,1}, there exists a span program P with fP = g,
such that the witness size of P with uniform costs is

wsize(P) = Adv±(g) . (3.6)

Proof. We begin by giving optimal span programs for the functions MAJ3, following Example 3.6, and
AND (equivalent to OR). We construct optimal span programs for the other functions by combining these
two basic span programs.

Claim 3.11. Let PMAJ3 be the span program from Example 3.6 with (α,β ,γ) = (1,e2πi/3,e−2πi/3). Then
if MAJ3(x) = 0, wsize(PMAJ3 ,x)≤ 6, while if MAJ3(x) = 1, wsize(PMAJ3 ,x)≤ 2/3.

Proof. Substitute PMAJ3 into Definition 3.2. Some of the witnesses are |w′000〉= (1,0), |w′100〉= (1,−1),
and |w110〉= (e−iπ/6,eiπ/6,0)/

√
3, |w111〉= (1,1,1)/3. The other witness vectors are symmetrical.

The cases MAJ3(x) = 0 or 1 can be balanced by scaling the input vectors by a factor of 1/
√

3,
yielding a span program with witness size two.

For functions b and b′ on disjoint inputs, the general adversary bound satisfies Adv±(b⊕ b′) =
Adv±(b)+Adv±(b′) and Adv±(b∨b′) = (Adv±(b)2 +Adv±(b′)2)1/2 [6, 24]; we obtain matching upper
bounds for span program witness size.

Claim 3.12. Let s ∈ (0,∞)n and let P be the span program with target vector |t〉= 1, and input vectors

Vj,1 =





√s j

4
√

∑i s2
i



 and Vj,0 =Vfree = /0 .

Then fP is the n-bit OR function, and wsizes(P) =
√

∑ j s2
j .

Proof. On input x = 0n, the unique witness |w′〉= 1 satisfies

〈t|w′〉= 1 and ‖SA†|w′〉‖2 =
√

∑
j

s2
j .

On input x = 10n−1, the unique witness |w〉, with coefficient 4
√

∑i s2
i /
√

s1 on the V1,1 input vector, satisfies

A|w〉= |t〉 and ‖S|w〉‖2 =
√

∑
j

s2
j .

The other inputs with Hamming weight one are symmetrical, and the witness size only decreases for
larger Hamming weight inputs.

THEORY OF COMPUTING, Volume 8 (2012), pp. 291–319 299

http://dx.doi.org/10.4086/toc


BEN W. REICHARDT AND ROBERT ŠPALEK

DeMorgan’s laws allow for converting ANDs into ORs. For example, a span program P for x1∧ x2
has

|t〉= 1
4
√

s2
1 + s2

2

(
√

s1,
√

s2) , Vj,1 = {(1,0)} and Vj,2 = {(0,1)} .

Then wsizes(P) =
√

s2
1 + s2

2.

Other span programs can be written by combining the above span programs for AND and for OR.
Our span program for PARITY is based on the identity x1⊕ x2 = (x1∧ x̄2)∨ (x̄1∧ x2), as follows:

x1∧ x̄2 x̄1∧ x2

|t〉= (1) , A = ( 1 1 ) .

Here, we have introduced a convenient shorthand notation of labeling input vectors by AND gates on
subsets of the input bits (such input vectors are termed “grouped input vectors” in [39]). This should be
interpreted as indicating a composition with an unweighted span program for the AND gate, i. e., as the
span program

> x1 x̄2 > x̄1 x2

|t〉=




1


, A =




1 0 0 1 0 0



0 1 1 0 0 0 0
0 1 0 1 0 0 0
0 0 0 0 1 1 0
0 0 0 0 1 0 1

. (3.7)

Claim 3.13. The span program P from Equation (3.7) has fP(x) = x1⊕ x2 and wsizes(P) = s1 + s2.

The proof is an easy calculation.
Optimal span programs for most three-bit functions can be constructed using Claims 3.11, 3.12

and 3.13, e. g., the function EXACT2 of 3(x1,x2,x3) = MAJ3(x1,x2,x3)∧ (x̄1∨ x̄2∨ x̄3), so there is a span
program with witness size at most

√
wsize(MAJ3)2 +wsize(OR3)2 =

√
7 .

The only exceptions are (x1∧ x2∧ x3)∨ (x̄1∧ x̄2) and the equality function. For the former function, use
the span program

x1∧ x2 x3 x̄1∧ x̄2

|t〉=
(

1
)
, A =

(
α1 0 α1α2

)

0 α2 1 0

THEORY OF COMPUTING, Volume 8 (2012), pp. 291–319 300

http://dx.doi.org/10.4086/toc


SPAN-PROGRAM-BASED QUANTUM ALGORITHM FOR EVALUATING FORMULAS

where α1 = 4
√

1+ 1√
3

and α2 =
√√

3−1. This expands out to

> x1 x2 x3 > x̄2 x̄3

|t〉=




1


, A =




α1 0 0 0 α1α2 0 0



0 α2 0 0 1 0 0 0
0 1 1 0 0 0 0 0
0 1 0 1 0 0 0 0
0 0 0 0 0 1 1 0
0 0 0 0 0 1 0 1

.

The witness size is
√

3+
√

3, matching the adversary bound.1 Finally,

Claim 3.14. Using the condensed notation introduced for PARITY, an optimal span program for the
equality function, EQUALn(x) = (∧n

j=1x j)∨ (∧n
j=1x̄ j), is given by

∧ jx j ∧ jx̄ j

|t〉= (1) , A = ( 4
√

n−1 4
√

n−1) .

This span program has witness size n/
√

n−1, which equals the adversary bound.2

Proof. The unweighted AND span program has witness size n on input x = 1n, and 1/(n−|x|) otherwise.
For the above span program, therefore, on input x = 1n, the witness |w〉 = (1/ 4

√
n−1,0) gives a

witness size of n/
√

n−1, where the factor of n is from the AND gate. The input x = 0n is symmetrical.
On a false input x, |w′〉= (1) gives a witness size of

√
n−1

(
1

n−|x|
+

1
|x|

)
≤ n√

n−1
.

This completes the proof of Theorem 3.10.

Many more optimal span programs, for various four-bit functions, can be found in an earlier arXiv
version of this article [39].

1A calculation gives that the optimal adversary matrix Γ in Definition 2.1 comes from the matrix
(

1 a
√

3
1 a
√

3
b 0
√

3

)
, where a =

( 1
2 (5−

√
13−6

√
3)
)1/2

, b = 1
2
(
−1−

√
3+
√

2(8+
√

3)
)
,

and the rows correspond to inputs 011, 101, 110, the columns to inputs 000, 001, 111.
2The optimal adversary matrix Γ comes from the 2×2n matrix

(
1 1 ··· a a ···
a a ··· 1 1 ···

)
,

where the rows correspond to inputs 0n and 1n, and the columns correspond to inputs of Hamming weight 1 and n−1, and
a = 1/(n−1).
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4 Small-eigenvalue analysis of composed span programs

Definition 4.1 (Formula graph and span program). Given span programs for each gate in a formula ϕ ,
span program P(ϕ) is defined as their composition according to the formula. Let G(ϕ,x) be the composed
graph on input x, G(ϕ,x) = GP(ϕ)(x)—except with length-two, weight-one paths attached to each input
vertex in I(x).

Theorem 3.5 establishes that ϕ(x) = 1 if and only if G(ϕ,x) has an eigenvalue-zero eigenvector
supported on the output vertex. (Attaching length-two paths to the I(x) inputs clearly does not change
this property.) Thus if ϕ(x) = 0, the graph has a spectral gap centered on zero. The goal of this section
is to make Theorem 3.5 more quantitative, so that a phase estimation-based quantum algorithm for
evaluating ϕ can be constructed and analyzed.

Since G(ϕ,x) is a bipartite graph, it suffices to study eigenvectors with non-negative eigenvalues.
Let λ ≥ 0 and assume that |ψλ 〉 is a unit-normalized eigenvalue-λ eigenvector of the adjacency matrix
AG(ϕ,x)—except possibly not satisfying the eigenvector constraint at the output vertex. The output vertex
constraint is the only constraint that changes if we compose ϕ as an input to another span program, so
leaving it out facilitates proofs by induction in the formula depth. Let aO be the coefficient of |ψλ 〉 on the
output vertex and bO be the coefficient of AG(ϕ,x)|ψλ 〉 on the output vertex.

• For λ = 0, we will place a lower bound on the achievable |aO|2 when ϕ(x) = 1. This will enable
the algorithm to detect if ϕ(x) = 1 by starting a quantum walk at the output vertex.

• For small enough eigenvalues λ > 0, we will show that the evaluation ϕ(x) corresponds to the
ratio of the two output coefficients aO and bO. Let rO = aO/bO. If ϕ(x) = 1, then rO is large and
negative, roughly of order −1/λ . If ϕ(x) = 0, then rO is small and positive, of order λ . It will
follow that if ϕ(x) = 0, then there is a significant spectral gap centered on zero of eigenvectors
with any support on the output vertex. This spectral gap will prevent the algorithm from outputting
false positives.

These two cases are considered in Sections 4.1 and 4.2 below. In our main theorem, Theorem 4.11
in Section 4.3, we will reimpose the output vertex constraint. For small enough λ > 0, it will give a
contradiction when ϕ(x) = 0, implying that the graph has a significant spectral gap.

Assume for simplicity that the span programs used in ϕ , including dual span programs, have no free
input vectors, i. e., Vfree = /0. By Lemma 3.3, this assumption is without loss of generality. The span
program P(ϕ) will still have free input vectors at vertices between gates (as shown, e. g., in Figure 2).
We do not eliminate these free inputs, since doing so would make the graph dense, preventing an efficient
implementation of a quantum walk.

4.1 The case λ = 0

We begin the λ = 0 analysis by defining two subformula complexity measures. For each node v in a
formula ϕ , let Pv be the associated span program, and let

π(v) = max
ξ

∏
w∈ξ

wsize(Pw) , σ(v) = 1+max
ξ

∑
w∈ξ

1
π(w)

, (4.1)
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where the maximizations are both over simple paths in ϕ from v through its inputs to a leaf. The leaf itself
contributes +1 to σ(v). Let π(ϕ),σ(ϕ) be the same quantities evaluated at the root of ϕ . The second
quantity, σ(ϕ), accounts for amplitude on free inputs, and will be a constant in our ultimate application.

Lemma 4.2. If ϕ(x) = 1, then AG(ϕ,x) has an eigenvalue-zero eigenvector |ψ0〉 with output coefficient aO

satisfying
‖|ψ0〉‖2

|aO|2
≤ π(ϕ)σ(ϕ) . (4.2)

Proof. The proof is by induction in the depth of the formula.
If the depth is zero, i. e., ϕ consists of a single variable x j or its negation, then since ϕ(x) = 1, G(ϕ,x)

is just a length-two path, with eigenvector |ψ0〉 = (1,0,−1). Thus |aO|2 = 1
2‖|ψ0〉‖2 and π(ϕ) = 1,

σ(ϕ) = 2.
Now for the induction step, assume that for each available input i of the base span program P we have

constructed an eigenvalue-zero eigenvector |ψ(i)
0 〉 of the corresponding subformula graph that satisfies the

induction hypothesis:
‖|ψ(i)

0 〉‖2

|a(i)O |2
≤ π(vi)σ(vi) ,

where vi is the gate in ϕ corresponding to input i. Let |w〉 be an optimal witness for P, achieving the
minimum in Equation (3.1). Let aO = −1 and scale the ith eigenvector by the coefficient 〈i|w〉/a(i)O ,
combining them to give |ψ0〉, an eigenvalue-zero eigenvector for G(ϕ,x). Then

‖|ψ0〉‖2

|aO|2
= ‖|ψ0〉‖2 = 1+∑

i

|〈i|w〉|2

|a(i)O |2
‖|ψ(i)

0 〉‖
2

≤ 1+‖|w〉‖2 ·max
i

‖|ψ(i)
0 〉‖2

|a(i)O |2

≤ 1+wsize(P) ·max
i

π(vi) ·max
i

σ(vi)

= π(ϕ)σ(ϕ) .

4.2 The case λ > 0

Now consider λ > 0. Similar to the proof of Lemma 4.2, our goal will be to construct an eigenvalue-λ
eigenvector |ψλ 〉 for G(ϕ,x) inductively, based on joining together appropriately scaled eigenvectors for
the input subformula graphs.

Let P be the root span program, with unit-length target vector |t〉 and matrix of input vectors A.
Assume that for each input i, we have constructed states |ψ(i)

λ
〉 satisfying the eigenvalue-λ constraints for

all the ith subgraph’s vertices except at the output vertex. Let ai and bi be the output coefficients for the
ith subgraph. Assume that there exists an ri 6= 0 such that ai = ribi.3

3In Definition 4.1 we attached length-two paths to vertices in I(x) entirely so that this ri exists even when input i is a single
literal, not another span program, and so that no special case in the analysis is needed.
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a1

aO

bO � �� �

BGP =

aO aI
︷︸︸︷


1 〈o| 


bO

0
:
0

C
}

bC

Figure 3: The graph GP with coefficients aO,bO, |aI〉, |bI〉, |bC〉 indicated, in the case |t〉= (1,0, . . . ,0).

Let 〈o| = 〈t|A and let C = (1− |t〉〈t|)A, so A = C+ |t〉〈o|. Let |aI〉 and |bI〉 denote the vectors of
scaled output coefficients for the input subgraphs, and let |bC〉 be the other row-vertex coefficients of
|ψλ 〉 in the subgraph GP. The notation is meant to be suggestive: O for “output,” I for “input” and C for
“constraints.” Figure 3 places these coefficients on GP. From Equation (3.3), the additional eigenvalue-λ
eigenvector equations imposed by composition with GP are

λ |bC〉=C|aI〉 , (4.3a)

λbO = 〈o|aI〉+aO , (4.3b)

λ |aI〉= |bI〉+ |o〉bO +C†|bC〉 . (4.3c)

Here, we have left off the eigenvalue-λ constraint at the output vertex, λaO = bO, since this constraint
will be modified by later composition steps, as in (4.3c) for the input subgraphs. Letting r = ∑i ri|i〉〈i|,
our goal is to solve Equations (4.3) with the subgraph output coefficients constrained by

|aI〉= r|bI〉 . (4.4)

Our main technical theorem is:

Theorem 4.3. Fix an input x to ϕ , and let x̃ be the input to the root span program P. For each input
index i, let si = ri/λ if the input evaluates to 0 and let si = −r−1

i /λ if it evaluates to 1. Assume that
each si > 0.

Then there exist εP,δP > 0, constants depending only on the span program P, such that, provided
0 < λ ≤ εP min{1,1/maxi si}, there exists an rO 6= 0 such that any solution to Equations (4.3) and (4.4)
satisfies aO = rObO. Moreover, if sO is defined as be either rO/λ or −r−1

O /λ , depending on whether ϕ(x)
is 0 or 1, respectively, sO satisfies

0 < sO < wsize(P, x̃) ·max
i

si · (1+δPλ
2 max

i
s2

i )+δP . (4.5)

The proof of this theorem has two main parts. First, in Section 4.2.1 below, we will derive several
alternative expressions for span program witness size. Second, in Section 4.2.2, we will compute the
Taylor series of the inverse of a certain matrix, in order to solve Equations (4.3) and (4.4). The lowest-
order term in the solution will be related to the witness size of P, and we will bound the higher-order
terms.

We will rely on the following notion of a matrix pseudoinverse:
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Definition 4.4. For a matrix M with singular-value decomposition M = ∑k mk|k〉〈k′| with all mk > 0 and
sets of orthonormal vectors {|k〉}, {|k′〉}, let M+ = ∑k m−1

k |k′〉〈k|, the Moore-Penrose pseudoinverse of M.

If M is invertible, then M+ = M−1. In general, MM+ = ∑k |k〉〈k| is the orthogonal projection onto
the range of M. If |b〉 is in the range of M, then

M+|b〉= argmin|x〉:M|x〉=|b〉‖|x〉‖ .

A convenient identity, immediate from the singular-value decomposition, is M+ = (M†M)+M† =
M†(MM†)+. The norms of pseudoinverses can be bounded using the following claim:

Claim 4.5. For matrices A and B with Range(B†) ⊆ Range(A) (i. e., B = BAA+), ‖A(BA)+‖ ≤ ‖B+‖
and ‖(BA)+‖ ≤ ‖A+‖‖B+‖.

Proof. Since A(BA)+ = A(BA)+BB+ =
[
A(BA)+(BA)A+

]
B+ and the bracketed term is a projection,

‖A(BA)+‖ ≤ ‖B+‖. The second claimed bound follows, since (BA)+ = A+ ·A(BA)+.

4.2.1 Equivalent expressions for the witness size

Lemma 4.6. For S any positive-definite, diagonal matrix, let

wsizeS(P,x) =





min|w〉:AΠ|w〉=|t〉 ‖S|w〉‖2 if fP(x) = 1,

min|w′〉:〈t|w′〉=1
ΠA†|w′〉=0

‖SA†|w′〉‖2 if fP(x) = 0. (4.6)

Then if fP(x) = 1,

wsizeS(P,x) = min
|w〉:〈w|Π|w〉=1
CΠS−1|w〉=0

|〈o|ΠS−1|w〉|−2 (4.7)

= ‖(AΠS−1)+|t〉‖2

= ‖(Π− (CΠS−1)+CΠS−1)S−1|o〉‖−2

and, if fP(x) = 0, letting Π = 1−Π, ∆ =CΠ(CΠ)+ and ∆ = 1−∆,

wsizeS(P,x) = min
|w′〉:‖SA†|w′〉‖=1

ΠA†|w′〉=0

|〈t|w′〉|−2 (4.8)

= ‖
(
1+(Π(AS)+AS−1)+Π

)
(AS)+|t〉‖−2

= ‖(1− (∆CS)+∆CS)S(1−C†(ΠC†)+)|o〉‖2 .

Moreover,

|w∗S〉= argmin|w〉:AΠ|w〉=|t〉‖S|w〉‖2 = S−1(AΠS−1)+|t〉 has norm ‖|w∗S〉‖= O(1) and

|w′∗S 〉= argmin|w′〉:〈t|w′〉=1
ΠA†|w′〉=0

‖SA†|w′〉‖2 = |t〉− (ΠC†)+Π|o〉− (SC†
∆)+S(1−C†(ΠC†)+)|o〉

has norm ‖|w′∗S 〉‖= O(1).
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Proof. Assume fP(x) = 1. Since |t〉 is in the range of AΠ,

min
|w〉:AΠS−1|w〉=|t〉

‖|w〉‖2 = ‖(AΠS−1)+|t〉‖2 .

This is the second of the three expressions for wsizeS(P,x) in Equation (4.7). The other two expressions
follow by basic geometry: in general, for a vector |v〉 ∈ Rm and a subspace V ,

min
|w〉∈V :〈v|w〉=1

‖|w〉‖2 = min
w∈V :‖|w〉‖=1

|〈v|w〉|−2 = ‖ΠV |v〉‖−2 ,

where ΠV is the orthogonal projection onto V . Substitute |v〉 = S−1Π|o〉 and V = Ker(CΠS−1) to
complete the proof of Equation (4.7).

Next assume fP(x) = 0. As above,

min
|w′〉:〈t|w′〉=1
ΠA†|w′〉=0

‖SA†|w′〉‖2 = min
|w′〉:‖SA†|w′〉‖=1

ΠA†|w′〉=0

|〈t|w′〉|−2 .

Now, without loss of generality, |t〉 ∈ Range(A) = Range(AS), since otherwise fP is false on every
input. Therefore, 〈t|w′〉 = 〈t|(SA†)+(SA†)|w′〉 = 〈t|(SA†)+|w〉 if |w〉 = SA†|w′〉. We want to find the
length-one vector |w〉 that is in the range of SA† and also of Π, and that maximizes |〈t|(SA†)+|w〉|2. The
answer is clearly the normalized projection of (AS)+|t〉 onto the intersection Range(SA†)∩Range(Π).
In general, given two projections Π1 and Π2, the projection onto the intersection of their ranges can be
written 1− (Π1Π2−1)+(Π1Π2−1). Substituting Π1 = Π and Π2 = (AS)+AS gives the second claimed
expression.

Finally, we show that

min
|w′〉:〈t|w′〉=1
ΠA†|w′〉=0

‖SA†|w′〉‖2 = ‖(1− (∆CS)+∆CS)S(1−C†(ΠC†)+)|o〉‖2 .

Since fP(x) = 0, |t〉 does not lie in the span of the available input vectors, |t〉 /∈Range(AΠ), or equivalently
Π|o〉 ∈ Range(ΠC†). Therefore, there exists a vector |w′〉= |t〉+ |bC〉 that is orthogonal to the span of
the columns of AΠ and has inner product one with |t〉. Any such |bC〉 has the form

|bC〉=−(ΠC†)+Π|o〉+∆|v〉 ,

where |v〉 is an arbitrary vector with 〈t|v〉= 0. We want to choose |v〉 to minimize the squared length of

ΠSA†|w′〉= SΠ(|o〉+C†|bC〉)
= S(1−C†(ΠC†)+)|o〉+SC†

∆|v〉 .

The answer is clearly the squared length of S(1−C†(ΠC†)+)|o〉 projected to the orthogonal complement
of the range of SC†∆, as claimed. This corresponds to setting |v〉=−(SC†∆)+S(1−C†(ΠC†)+)|o〉.

The norms of |w∗S〉 and |w′∗S 〉 are bounded using Claim 4.5.

It is immediate that wsizes(P,x) is monotone increasing in each input complexity si. In the other
direction, we can show the following estimates:
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Lemma 4.7. Let S and T be any positive-definite diagonal matrices. Then

wsizeS
√

1+T (P,x)≤ wsizeS(P,x) · (1+‖T‖) , (4.9)

wsize√S2+T 2(P,x)≤ wsizeS(P,x)+O(‖T‖2) . (4.10)

Proof. Equation (4.9) is immediate from the definition in Equation (4.6). To derive Equation (4.10), first
note that ‖

√
S2 +T 2|v〉‖2 = ‖S|v〉‖2 +‖T |v〉‖2. Then when fP(x) = 1,

min
|w〉:AΠ|w〉=|t〉

(‖S|w〉‖2 +‖T |w〉‖2)≤ ‖S|w∗S〉‖2 +‖T |w∗S〉‖2 = wsizeS(P,x)+O(‖T‖2) ,

where we have used that
|w∗S〉= arg min

|w〉:AΠ|w〉=|t〉
‖S|w〉‖2

has norm ‖|w∗S〉‖= O(1) by Lemma 4.6. The argument when fP(x) = 0 is similar:

min
|w′〉:〈t|w′〉=1
ΠA†|w′〉=0

(‖SA†|w′〉‖2 +‖TA†|w′〉‖2)≤ wsizeS(P,x)+‖TA†|w′∗S 〉‖2 ,

where
|w′∗S 〉= arg min

|w′〉:〈t|w′〉=1
ΠA†|w′〉=0

‖SA†|w′〉‖2

has O(1) norm by Lemma 4.6.

4.2.2 Proof of Theorem 4.3

Our proof will require two further matrix identities. First is a special case of the Woodbury matrix
inversion formula [19]: for matrices A and B of the correct sizes, if A and 1+B†A−1B are invertible, then
so is A+BB†, and

(A+BB†)−1 = A−1−A−1B(1+B†A−1B)−1B†A−1 . (4.11)

Multiply the right-hand side by A+BB† to verify the identity. Second is the following claim:

Claim 4.8. Let A < 0, B� 0 be positive semi-definite and positive definite matrices, respectively, of the
same size, and let ∆ = AA+ and ∆ = 1−∆ be projections onto the range of A and its complement. Denote
by B−1

∆
the pseudoinverse (∆B∆)+. Assume that A+ < A+(B−BB−1

∆
B)A+. Then B−A is invertible and

(B−A)−1 = B−1
∆
− (1−B−1

∆
B)
(
A−∆(B−BB−1

∆
B)∆

)+
(1−BB−1

∆
) . (4.12)

Proof. By the assumption A+ < A+(B− BB−1
∆

B)A+, 1−
√

A+(B− BB−1
∆

B)
√

A+ is invertible on ∆.
To finish, multiply the claimed expression for (B−A)−1 by B−A, and simplify using B−1

∆
B = ∆+

B−1
∆

B∆.

With the necessary technical tools in place, we are ready to begin our proof.
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Proof of Theorem 4.3. Let Π = ∑i∈I(x̃) |i〉〈i| be the projection onto the available inputs i, and let

Π = ∑
i∈IrI(x̃)

|i〉〈i|

be the projection onto the other inputs. With r = ∑i ri|i〉〈i| and s = ∑i si|i〉〈i|, we have

s =
1
λ
(−Πr−1 +Πr) .

Let

r̃ = (r−1−λ )−1 and s̃ =
1
λ
(−Πr̃−1 +Πr̃) .

Whereas ri is the ratio between ai and the amplitude bi arriving from deeper in the formula, −r̃i can be
seen to be the ratio between ai and the amplitude arriving from shallower vertices. We first claim that r̃
and s̃ are well-defined:

Lemma 4.9. Assume that 0 < λ ≤ 1/
√

2 and 0 < siλ ≤ 1/
√

2 for all i ∈ I. Then r̃ = (r−1−λ )−1 exists.
Moreover, for each input i, si < s̃i ≤ si +1.

Proof. If input i∈ I(x̃), then using 0< si =−1/(λ ri), r̃i = (r−1
i −λ )−1 exists, and s̃i =−1/(λ r̃i) = si+1.

If input i /∈ I(x̃), then using ri = siλ < 1, again r̃i exists, and s̃i = r̃i/λ = si/(1− siλ
2). It follows that

si < s̃i ≤ si +1.

Next we solve Equations (4.3) and (4.4) to derive an exact expression for rO:

Lemma 4.10. Any solution to Equations (4.3) and (4.4) has aO = rObO, where

rO = λ + 〈o|
(

r̃−λ r̃C†(λ 2 +λCr̃C†)−1Cr̃
)
|o〉 , (4.13)

provided that r̃ = (r−1−λ )−1 exists and λ 2 +λCr̃C† is invertible.

Proof. Substituting Equations (4.4) and (4.3a) into (4.3c), and rearranging terms gives

(
λ − r−1− 1

λ
C†C

)
|aI〉= |o〉bO .

From Equation (4.3b),

aO = λbO−〈o|aI〉= λbO + 〈o|
(

r̃−1 +
1
λ

C†C
)−1

|o〉bO .

Equation (4.13) then follows by the Woodbury identity, Equation (4.11), provided that r̃ and (1 +
(1/λ )Cr̃C†)−1 exist.
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Let S =
√

s̃, y =CS−1Π, ȳ =CSΠ, Y = yy† and Ȳ = ȳȳ†. Observe that ‖Ȳ‖= O(‖s̃‖) and also, since
Y+ = (y†)+y+, by Claim 4.5 ‖Y+‖= O(‖s̃‖). Let

X = λ
2 +λCr̃C† = λ

2(1+ Ȳ )−Y .

Provided that X is invertible, we have from Equation (4.13) that

rO = λ − 1
λ
〈o|S−2

Π|o〉+λ 〈o|S2
Π|o〉−

( 1
λ
〈o|S−1y†X−1yS−1|o〉+λ

3〈o|Sȳ†X−1ȳS|o〉

−λ
(
〈o|S−1y†X−1ȳS|o〉+ 〈o|Sȳ†X−1yS−1|o〉

)

)
. (4.14)

To evaluate X−1, we will apply Claim 4.8 with A = Y and B = λ 2(1+ Ȳ ). By a singular-value
decomposition ∆ȳ = ∑k mk|k〉〈k′|, we obtain

ȳ†(1+ Ȳ )−1
∆

ȳ = ∑
k

m2
k

1+m2
k
|k′〉〈k′| ≺ 1 .

Therefore, using our bounds on ‖Y+‖ and ‖ȳ‖, provided that λ‖s̃‖ is at most a sufficiently small constant,

1−
√

A+(B−BB−1
∆

B)
√

A+ = 1−λ
2
√

Y+(1+ Ȳ − Ȳ (1+ Ȳ )−1
∆

Ȳ )
√

Y+ � 0 .

By Claim 4.8, X = B−A is invertible.
Substitute Equation (4.12) and the series expansion

(
A−∆(B−BB−1

∆
B)∆

)+
=

∞

∑
j=0

√
A+
[√

A+(B−BB−1
∆

B)
√

A+
] j√

A+

into Equation (4.14), and collect terms with like powers of λ . The lowest-order term is

− 1
λ
〈o|S−2

Π|o〉+ 1
λ
〈o|S−1y†A+yS−1|o〉=− 1

λ
‖(1− y+y)S−1

Π|o〉‖2

since y†A+y = y†(y†)+y+y = y+y. Including the other terms gives

rO =− 1
λ
‖(1− y+y)S−1

Π|o〉‖2 +λ

(
1+ 〈v|V |v〉+‖(y†)+S−1|o〉‖2

)

+
∞

∑
j=0

λ
3+2 j

∥∥∥
(
y+(1+ ȳV ȳ†)(y†)+

) j/2y+
(
ȳV |v〉− (y†)+S−1|o〉

)∥∥∥
2 (4.15)

where we have let V = 1− ȳ†(1+Ȳ )−1
∆

ȳ� 0 and |v〉=(SΠ− ȳ†(y†)+S−1)|o〉. Observe that all coefficients,
except the first, are non-negative, and that the coefficient of λ 3+2 j is of order O(‖s̃‖3+2 j).

When ϕ(x) = fP(x̃) = 1, the first term in (4.15) is −1/(λ wsizeS(P, x̃)), using the last expression of
Equation (4.7) for wsizeS(P, x̃). Therefore,

−λ‖s̃‖rO ≥ wsize(P)−1−O(λ 2‖s̃‖2)> 0 ,
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so sO =−1/(λ rO) satisfies

wsizeS(P, x̃)≤ sO ≤ wsizeS(P, x̃)
(
1+O(λ 2‖s̃‖2)

)
. (4.16)

In particular, since each s̃i ≤ si +1 (Lemma 4.9), by Lemma 4.7,

sO ≤ wsize(P, x̃)‖s‖
(
1+O(λ 2‖s‖2)+O(1) .

Assume then that ϕ(x) = fP(x̃) = 0, i. e., Π|o〉 ∈ Range(ΠC†). The first term in (4.15) is zero.
Consider the second term. Using ΠC†(ΠC†)+|o〉 = Π|o〉 and (y†)+S−1|o〉 = (ΠS−1C†)+S−1Π|o〉 =
(ΠC†)+|o〉,

|v〉= (SΠ− ȳ†(ΠC†)+)|o〉+SΠ(1−C†(ΠC†)+)|o〉
= S(1−C†(ΠC†)+)|o〉 .

Furthermore, from the singular-value decomposition of M = ∆ȳ, one infers that

V = 1−M†(1+MM†)−1M = (1−M+M)+M+(1− (1+MM†)−1)(M†)+ .

Substituting this into Equation (4.15), the second term becomes

λ

(
‖(1− (∆ȳ)

+
(∆ȳ))|v〉‖2 +1+‖(ΠC†)+|o〉‖2 +‖(1− (1+∆Ȳ ∆)−1)1/2(ȳ†

∆)+|v〉‖2
)
.

Moreover, as ∆CΠ = 0, ∆ȳ = ∆CSΠ = ∆CS. Therefore, ‖(1− (∆ȳ)
+
(∆ȳ))|v〉‖2 = wsizeS(P, x̃), using the

last expression of Equation (4.8) for wsizeS(P, x̃). Also,

‖(1− (1+∆Ȳ ∆)−1)1/2(ȳ†
∆)+|v〉‖2 = O(1) ,

since ‖(ȳ†∆)+|v〉‖= O(‖S(∆ȳ)
+‖) = O(1) (Claim 4.5). Thus sO = rO/λ satisfies

wsizeS(P, x̃)+1≤ sO ≤ wsizeS(P, x̃)+O(1)+O(λ 2‖s̃‖3)

≤ wsizes(P, x̃)+O(λ 2‖s‖3)+O(1) ,
(4.17)

where we have used ‖s̃‖ ≤ ‖s‖+1 (Lemma 4.9) and wsizeS(P, x̃)≤ wsizes(P, x̃)+O(1) (Lemma 4.7).
Thus in either case ϕ(x) = 1 or ϕ(x) = 0 we have found

0 < sO ≤ wsize(P, x̃)‖s‖
(
1+O(λ 2‖s‖2)

)
+O(1) ,

as desired. This concludes the proof of Theorem 4.3.

4.3 Span program spectral analysis of ϕ

To study the spectra of the composed graphs G(ϕ,x) of Definition 4.1, and argue that in the case ϕ(x) = 0
there is an Ω(1/π(ϕ)) spectral gap, we will solve the recursion set up by Theorem 4.3:
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Theorem 4.11. Let ϕ be a formula. For each node v, let Pv be the associated span program and assume
that wsize(Pv)≥ 1. Let π(v), σ(v) be defined as in Equation (4.1), and let σ̄(v) be given by

σ̄(v) = max
ξ

∑
w∈ξ

π(w)2 , (4.18)

where the maximization is over simple paths in ϕ from v through its inputs to a leaf. Let π(ϕ),σ(ϕ), σ̄(ϕ)
be the same quantities evaluated at the root of ϕ . Let C = max{σ(ϕ), σ̄(ϕ)/π(ϕ)2}. For a constant span
program P, let δP,εP be the constants from Theorem 4.3. Let δ = max{1,maxv δPv} and ε = 1/(8C3δ 2).

For an input x, let G(ϕ,x) be the composed graph from Definition 4.1, and let G̃(ϕ,x) be the
same except with the weights of edges to the final output vertex scaled by a factor of f = 1/

√
Cπ(ϕ).

(Equivalently, scale the target vector of the root span program by the same factor f .) Then,

• If ϕ(x) = 1, there exists an eigenvalue-zero eigenvector |ψ̃0〉 of the adjacency matrix AG̃(ϕ,x) with
at least half of its weight on the output vertex, i. e., |ãO|2/‖|ψ̃0〉‖2 ≥ 1/2.

• If ϕ(x) = 0, then AG̃(ϕ,x) does not have any eigenvalue-λ eigenvectors with nonzero output coeffi-
cients ãO or b̃O for

|λ | ≤ 1
π(ϕ)

min
{√

ε/δ ,min{1,min
v

εPv}/(2δC)
}
.

Proof. If ϕ(x) = 1, then by Lemma 4.2, G(ϕ,x) has an eigenvalue-zero eigenvector |ψ0〉 with output
coefficient aO satisfying

|aO|2

‖|ψ0〉‖2 ≥
1

π(ϕ)σ(ϕ)
≥ f 2 .

Let |ψ̃0〉 be the same vector, except with output coefficient ãO = 1
f aO. Then |ψ̃0〉 is an eigenvalue-zero

eigenvector of G̃(ϕ,x), and

|ãO|2

‖|ψ̃0〉‖2 =

1
f 2 |aO|2( 1

f 2 −1
)
|aO|2 +‖|ψ0〉‖2

≥ 1
2− f 2 .

Now assume that ϕ(x) = 0. By Theorem 3.5, there does not exist any eigenvalue-zero eigenvector
with ãO 6= 0. Also b̃O = 0 necessarily at λ = 0 by the constraint λ ãO = f b̃O.

For λ 6= 0, we need to solve the recursion from Theorem 4.3, then impose the final output vertex
constraint. The base cases are: at a false input, by the eigenvalue-λ constraint for a path of length one,
ai = λbi, so si = 1; and at a true input, by the eigenvalue-λ constraints for a path of length two, similarly
si = 1/(1−λ 2). From Equation (4.5), we have that provided |λ | ≤ εP min{1,1/maxi si},

sO < wsize(P) ·max
i

si · (1+δPλ
2 max

i
s2

i )+δP .

The following claim solves this recursion, somewhat conservatively, assuming that |λ | is sufficiently
small.

THEORY OF COMPUTING, Volume 8 (2012), pp. 291–319 311

http://dx.doi.org/10.4086/toc


BEN W. REICHARDT AND ROBERT ŠPALEK

Claim 4.12. Define a quantity s(v) recursively by

s(v) =

{
2 if v is a leaf of ϕ,

wsize(Pv)maxc s(c)
(

1+ ε
maxc s(c)2

π(ϕ)2

)
+δ otherwise,

(4.19)

where in the second case the maximizations are over v’s inputs in ϕ . Then s(v)≤ 2δCπ(v).

Proof. For brevity, let wv = wsize(Pv)≥ 1. Define a quantity s′(v) recursively by

s′(v) = wv max
c

s′(c)+δ ,

for an internal node v, and s′ at a leaf is 2. Then by induction, one finds s′(v)≤ δπ(v)σ(v). (For the in-
duction step, use s′(v)/δ ≤ wv maxc π(c)σ(c)+1≤ π(v)maxc

(
σ(c)+1/π(v)

)
= π(v)σ(v).) Moreover,

from their definitions, clearly s(v)≥ s′(v) always.
Let D = 2δC and assume by induction that s(c) ≤ Dπ(c) for each input c. Then we have from

Equation (4.19)

s(v)≤ wv maxc s(c)+δ

1− εD2 maxc π(c)2

π(ϕ)2

≤
wv maxc s(c)

(
1+ δ

wv maxc s′(c)

)

1− εD2 π(v)2

π(ϕ)2

≤
maxc

s(c)
s′(c)s

′(v)

1− εD2 π(v)2

π(ϕ)2

.

The above inequality places a recursive bound on the ratio s(v)/s′(v). Solve it, using (1−a)(1−b)≥
1−a−b for ab≥ 0, to find

s(v)≤ s′(v)

1− εD2 σ̄(v)
π(ϕ)2

.

Using σ̄(v)≤ σ̄(ϕ)≤Cπ(ϕ)2 and ε = 1/(2D2C), therefore s(v)≤ 2s′(v)≤ 2δCπ(v), as desired.

Therefore, provided that |λ | ≤
√

ε/maxv δPv/π(ϕ) and |λ | ≤minv εPv/(2δCπ(ϕ)), we obtain that
either aO = bO = 0 or the final output ratio sO = aO/(λbO) satisfies 0 < sO < 2δCπ(ϕ). Here aO and bO

are the output coefficients for the unscaled graph G(ϕ,x); the same solution works in G̃(ϕ,x), except
with output coefficients ãO = aO/ f and b̃O = bO.

We have not yet used the eigenvector equation at the output vertex, λ ãO = f b̃O. Combining this
equation with f ãO/(λ b̃O)< 2δCπ(ϕ) implies |λ |> f/

√
2δCπ(ϕ) = 1/(

√
2δCπ(ϕ)). This contradicts

the assumption |λ | ≤ 1/(2δCπ(ϕ)). Therefore, the adjacency matrix of G̃P(x) cannot have an eigenvalue-
λ eigenvector with either output coefficient ãO or b̃O nonzero.

Proposition 4.13. Let P be a finite set of span programs each with witness size greater than one,
and let ϕ be a formula using only the associated gates. Then in the statement of Theorem 4.11, the
parameters C and δ can be bounded above by a function only of P, independent of ϕ , and similarly ε and
min{

√
ε/δ ,min{1,minv εPv}/(2δC)} can be bounded below by a positive function of P. In particular,

when ϕ(x) = 0, AG̃(ϕ,x) has an Ω(1/π(ϕ)) spectral gap for eigenvectors with ãO or b̃O nonzero.
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Proof. Since P is finite, maxv∈ϕ δPv ≤maxP∈P δP < ∞ and minv∈ϕ εPv ≥minP∈P εP > 0, bounds indepen-
dent of ϕ . Since C = max{σ(ϕ), σ̄(ϕ)/π(ϕ)2}, it remains to show that σ(ϕ) and σ̄(ϕ)/π(ϕ)2 can each
be bounded above by a function only of P.

Recall from Equation (4.1) that σ(ϕ) = 1+maxξ ∑v∈ξ 1/π(v), where the maximization is over
simple paths ξ from the root to a leaf. Note that for a node v ∈ ϕ , having a child c, π(v)≥wsize(Pv)π(c).
Therefore, for any fixed path ξ , the sum ∑w∈ξ 1/π(w) is term-wise dominated by the geometric series
∑

∞
j=0 1/(minP∈P wsize(P)) j < ∞.

From Equation (4.18), σ̄(ϕ)/π(ϕ)2 = maxξ ∑w∈ξ π(w)2/π(ϕ)2. The first term in the series, for the
root of ϕ , is π(ϕ)2/π(ϕ)2 = 1, and the ratio between the term for a node v and for its child c is bounded
by π(v)2/π(c)2 ≤ 1/wsize(Pv)

2. Therefore σ̄(ϕ)/π(ϕ)2 < ∑
∞
j=0 1/(minP∈P wsize(P))2 j < ∞.

In the following section, we will use this spectral gap, together with the completeness condition in
Theorem 4.11, to develop an O(π(ϕ))-query quantum algorithm for evaluating ϕ .

5 Quantum formula-evaluation algorithm

Our quantum algorithm for evaluating ϕ will run a quantum walk starting at the output vertex of the
graph G̃(ϕ,x) from Theorem 4.11. In brief, Szegedy [43] has determined a correspondence between
random walks and quantum walks, that can be reformulated as a correspondence between continuous-time,
Hamiltonian-based quantum walks and discrete-time quantum walks. This correspondence relates the
eigenvectors of the adjacency matrix AG̃(ϕ,x) to those of a discrete-time quantum walk, and relates the
eigenvalues according to λ ↔ e±iarccosλ . If ϕ(x) = 1, then the initial state will have large overlap with
walk eigenvectors with eigenvalues e±iπ/2 =±i, whereas if ϕ(x) = 0, then the walk will have a spectral
gap around phases ±π/2. These two cases can therefore be distinguished by phase estimation [28, 32].

Our original algorithm from earlier versions of this paper [39] has since been generalized. We
therefore only state the main theorem here, and refer the reader to [35] for a proof.

Theorem 5.1 ([35, Theorem 9.1]). Let G = (V,E) be a complex-weighted graph with Hermitian weighted
adjacency matrix AG ∈ L(CV ) satisfying 〈v|AG|v〉 ≥ 0 for all v ∈V . Let Vinput be a subset of degree-one
vertices of G whose incident edges have weight one, and partition Vinput as Vinput =

⊔
j∈{1,...,n},b∈{0,1}Vj,b.

For x ∈ {0,1}n, define G(x) from G by deleting all edges to vertices in ∪n
j=1Vj,x j . Let AG(x) ∈ L(CV ) be

the weighted adjacency of matrix of G(x). For any Λ≥ 0, let ΠΛ(x) be the orthogonal projection onto
the span of those eigenvectors of AG(x) with eigenvalues at most Λ in magnitude.

Let f : D→ {0,1}, with D ⊆ {0,1}n. Let µ ∈ V rVinput, ε = Ω(1) and Λ > 0. Assume that for
all inputs x with f (x) = 1, ‖Π0(x)|µ〉‖2 ≥ ε , and that for all x with f (x) = 0, ‖ΠΛ(x)|µ〉‖2 ≤ ε/2.
Then f can be evaluated by a quantum algorithm with error probability at most 1/3 using at most
Q = O(‖abs(AG)‖/Λ) input queries, where abs(AG) is the entry-wise absolute value of AG. Moreover,
if the maximum degree of a vertex in GP is d, then the time complexity of the algorithm for evaluating
fP is at most a factor of (logd)

(
log(Q logd)

)O(1) worse, after classical preprocessing and assuming
constant-time coherent access to the preprocessed string.

Note that Theorem 4.11 shows a spectral gap in the case ϕ(x) = 0, whereas the soundness condition
in Theorem 5.1 requires only the weaker assumption that the initial state have small overlap on the span
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of the small-eigenvalue eigenvectors, or an “effective spectral gap.”

Our formula-evaluation algorithm follows from Theorems 4.11 and 5.1:

Theorem 5.2. Let S be the set of all three-bit Boolean functions. There exists a quantum algorithm
that evaluates an adversary-balanced formula ϕ(x) over S using O(Adv±(ϕ)) input queries. After
efficient classical preprocessing independent of the input x, and assuming O(1)-time coherent access to
the preprocessed classical string, the running time of the algorithm is Adv±(ϕ)(logAdv±(ϕ))O(1).

Proof. By Theorem 4.11 and Proposition 4.13, the algorithm of Theorem 5.1 has query complexity
O(π(ϕ)). By Equation (4.1), π(ϕ) equals the maximum product of the span program witness sizes along
a simple path from the root to a leaf. By Theorem 3.10, for optimal span programs this equals the product
of the general adversary bounds of the gates along the path. By Theorem 2.4, the general adversary bound
Adv±(ϕ) is at least the same product, so π(ϕ) = O(Adv±(ϕ)).

During preprocessing, look up the optimal span programs to determine the input-independent weighted
edges of G(ϕ,x). Then factor the graph as required for implementing a discrete-time quantum walk. In
general, for each vertex, store the unitary for one step of the quantum walk from that vertex. However,
structured formulas may allow closed-form solutions, e. g., no preprocessing is needed for the balanced
MAJ3 formula of Theorem 1.1. The maximum degree d is a constant, since the span programs all have
constant size.

6 Extensions and open problems

Our formula-evaluation algorithm implies that the general adversary bound lower bounds the least span
program witness size:

Corollary 6.1. The general adversary bound lower bounds the least span program witness size for any
total Boolean function f :

inf
P: fP= f

wsize(P)≥ Adv±( f ) . (6.1)

Proof. Fix f and let f d be the depth d balanced formula in which every gate is f . Let P be any span
program with fP = f . Then by Theorems 2.2 and 2.4, the quantum query complexity of evaluating f d

satisfies Q( f d)≥ Adv±( f d)≥ Adv±( f )d , whereas by Theorems 4.11 and 5.1, Q( f d) = O(wsize(P)d),
where the hidden constant may depend on f but not on d. Equation (6.1) follows by letting d tend to
infinity.

Subsequent work has shown that this inequality is tight; the least span program witness size equals
the general adversary bound for any Boolean functions, total or partial [35]. Furthermore, by giving an
algorithm for evaluating arbitrary span programs, and not only the repeatedly composed span programs
that arise in formula evaluation, it has been shown that the general adversary bound equals the bounded-
error quantum query complexity, up to constant factors [35, 37, 30].

Although the relationship between span programs, the general adversary bound and quantum query
complexity has been resolved, there remain numerous open problems, including most of the problems
from our earlier work [4]. Specifically, for evaluating formulas, the optimal quantum query algorithm
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may or may not also have a time-efficient implementation. Time-efficient and query-optimal or nearly
query-optimal algorithms for formula evaluation have been studied further in [38, 36]. In [38], it is shown
that our exact balance condition can be relaxed to allow a constant-factor imbalance in the adversary
bounds of the inputs to any gate, and the optimal quantum query algorithm can still be implemented
time efficiently. In [36], it is shown using a new span program composition technique that for arbitrary
AND-OR formulas, without any balance condition, there exists a time-efficient evaluation algorithm that
uses only O(logn) times as many queries as the query-optimal algorithm. Is this tradeoff between query-
optimality and time-efficiency a general phenomenon? Can classical formula rebalancing results [13, 14]
allow further relaxed balanced conditions? Finally, when can the preprocessing step of our algorithm be
eliminated?

Span programs are also a promising tool for designing new quantum algorithms for problems beyond
evaluating formulas.
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